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The detection of free spaces between obstacles in a scene is a prerequisite for navigation of 

a mobile robot. Especially for stereo vision-based navigation, the problem of correspondence 

between two images is well known to be of crucial importance. This paper describes multi-range 

approach of area-based stereo matching for grid mapping and visual navigation in uncertain 

environment. Camera calibration parameters are optimized by evolutionary algorithm for suc- 

cessful stereo matching. To obtain reliable disparity information from both images, stereo 

images are to be decomposed into three pairs of images with different resolution based on 

measurement of disparities. The advantage of multi-range approach is that we can get more 

reliable disparity in each defined range because disparities from high resolution image are used 

for farther object a while disparities from low resolution images are used for close objects. The 

reliable disparity map is combined through post-processing for rejecting incorrect disparity 

information from each disparity map. The real distance from a disparity image is converted into 

an occupancy grid representation of a mobile robot. We have investigated the possibility of 

multi-range approach for the detection of obstacles and visual mapping through various 

experiments. 
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1. Introduction 

Detection of obstacles and free spaces in scene 

is an essential function of vision-based mobile 
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robot. Even if a map of the environment is given, 

this function is indispensable for coping with 

unknown obstacles in the map. Many researchers 

have been working on geometric modeling of the 

environment from sensory data. Most of them use 

a laser range finder or an ultrasonic sensor when 

object identification is not needed or only navi- 

gation is considered. Visual information is often 

used for feature tracking (Hager, 1994) or land- 

mark sensing (Betke et al., 1997). Especially, 

stereo vision approaches are highly desirable for 
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object recognit ion and also are important  in 

many situations where active ranging methods 

are not feasible. 

The two key problems of  stereo vision system 

for a mobile robot have to be considered. One is 

how to correct camera cal ibrat ion for removing 

lens distortion. Camera  cal ibrat ion is important  

for an accurate representative of  the real world. 

This distort ion caused by lenses displaces points 

in the image plane inwards or towards from its 

optical center (Tsai, 1987 : Heikki la  et al., 1997). 

The distortion effect of  camera with high quality 

is negligible but its effect for low cost lens with 

wide field of  view is and significant has to be 

taken into account. This distort ion significantly 

can change positions of  points in the image of  a 

scene acquired by a camera. It affects both of  the 

correct determinat ion of  point  correspondences 

and the computa t ion  of  disparities between po- 

ints. Furthermore.  this error increases when range 

values are extracted from disparities of  stereo 

image. The other is how to find the correspond-  

ence points in the left and right image last and 

efficiently. A large number of  methods have been 

developed to solve the stereo matching problem. 

The existing techniques for stereo matching are 

grouped into two categories according to the 

matching primitives : 

• Feature-based approach 

• Area-based  approach 

The feature-based approaches (Prim 1997) ex- 

tract image features such as edges, lines and cor- 

ners for matching them across stereo images. 

These methods can produce last and robust mat- 

ching but depend on feature extraction to locate 

reliable features in the two images and yield only 

sparse depth maps. The area-based approaches 

(Kanade et al., 1994 ; Jennings et al., 1999) com- 

pare small area patches among both images using 

correlat ion and produce dense depth maps. The 

special issue in vis ion-based navigat ion is the 

design of  relatively stable and fast matching algo- 

rithm for the stereo reconstruction. The choice of  

stereo approaches always depends on the objec- 

tive of  the application.  For  a successful recon- 

struction of  complex surfaces, it is essential to 

compute  dense disparity maps for every pixel in 

the entire image. Since most stereo systems pro- 

vide sparse range data, it is necessary to determine 

object regions. Unlbrtunately,  most of  the exis- 

ting dense stereo techniques are very difficult in 

practical applications.  This paper describes mul t i -  

range approach for area-based stereo matching 

and grid mapping of  :l mobile  robot  in uncertain 

environments.  Camera  cal ibrat ion parameters are 

optimized by evolut ionary  algori thm for success- 

ful stereo matching. To  obtain reliable disparity 

information from both images, stereo images are 

to be decomposed into three pairs of  images with 

different horizontal  resolution based on measure- 

ment of  disparities. The reliable disparity map is 

composed of  a combina t ion  of  correct disparity 

information from each image. The real distance 

from a disparity image is converted into an occu- 

pancy grid representation for v is ion-based navi- 

gation of  a mobi le  robot. Experimental  results 

show that these approaches are a possible solu- 

tion for vision based navigation.  In the next sec- 

tion, we introduce the camera cal ibrat ion using 

evolut ionary  algori thm for depth reconstruction. 

Section 3 describes the basic idea of  the proposed 

stereo matching method. In section 4, we show the 

examples of  experimental  results and finally con- 

clude the paper. 

2. Camera Calibration 

2.1 C a m e r a  ca l ibra t ion  

The main task of  camera cal ibrat ion in vision 

is to obtain an optimal  set of  the intrinsic and 

extrinsic camera parameters using known control  

points in the image and their corresponding 3D 

points in the world coordinate  system. By using 

the pinhole model,  the projection of  the point 

cpi = [cx ,  cr i  czi ] r to the image plane as shown 

in Fig. I is expressed as 

:Z, kCy. j (1) 

The corresponding image coordinates  [ui v,'] r in 

pixels are obtained from the projection Ix; Yi] r 

by applying the fol lowing transformation 
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where c~ and ay are the number of  image points 

in horizontal  and vertical dimensions,  respective- 

ly. The intrinsic camera parameters usually in- 

clude the effective focal length f and the prin- 

cipal point (Uo, Vo). Usually, the pinhole model 

is extended with some corrections fbr the sys- 

tematically distorted image coordinates.  The most 

commonly  used correction is [of the radial lens 

distortion. Therefore,  camera cal ibrat ion model 

can be written in the tbllowin,g form 

[u~l=IaxLV~+x~(k~rZ+k2r"7) + I u ° l  {3 1 
t' J L a v ( y + y ( k l F Z + k 2 F 4 ) ) J  Lt'oJ 

where k~, /ez are coefficients for radial distortion 

and r g ' X i 2 - - y i  2 . 

2.2 Solving for camera parameter using 
genetic algorithm (GA) 

The camera parameters can be usually solved 

using nonl inear  estimation technique due to the 

distortion model. If a good initial guess of  the 

convent ional  opt imizat ion algori thm is not cho- 

sen befbre starting nonl inear  search, the solution 

can diverge or get trapped in a local nlinimum. 

We use genetic algori thms as alternative to con- 

ventional opt imizat ion lot  camera parameter esti- 

mation. G A  is well known that it has a good 

performance in solving opt imizat ion problems 

since it employs parallel search (Se et al., 20017. 

In this paper, distort ion factors are added to GA 

method proposed by Qiang Jut (2001) for camera 

calibration.  

2.2.1 Representation 
The system being evolved is encoded into a 

long bit string called a chromosome. Each feature 

of  the system located at a specific position in the 

string is called a gene. Initially a large random set 

of  strings, populat ion,  is generated. If C be a 

vector consisting of  the unknown intrinsic and 

extrinsic parameters, C is expressed as 

C - l / ,  lto, vo, kl, k2, a, d. 7, X .  ] ' ,  Z ] '  (47 

Each camera parameter C as the chromosonae 

vector is initialized to a value within its respective 

lower and upper bounds. 

C f - - ( C 1 ,  6'2, " ' ' ,  C a )  l < i < _ N  ~57 

whe,e N a n d  j~ denote the populat ion size and 

the number of  pafanaeters, respectively, and ! is a 

nunlber of  generation. 

2.2.2 Evaluation 

The optimal sohition C with control points can 

be obtained by minimizing the distance in the 

inlage phule between the points and the projected 

reference points ( U ,  V). 

m 
F,,,.~.=~[', ~r~ u,{C. ~P,~ :'e+/I,~-r,(C. ~P,7 :~'- I6 

i-I 

2.2.3 Crossover and mutation 

The genetic process is based on two genetic 

operator,  crossover and rnutation, to produce a 

new populat ion from the selected populat ion.  

The crossover operator  is a method lot  exchange 

a partial set of  attributes between design pairs 

selected probabil is t ical ly from the populat ion,  

based on a crossover probabil i ty Pc. Let C~ and 

C5~1 be two individuals from populat ion N at 

generat ion [. New individuals in generation l + l  

can be expressed as a linear combina t ion  of  two 

arbitrarily selected individuals frorn the previous 

generation t. 

C ?  ~= (1 - h A  C5 +P<C~+l i7) 

,/+1 
Ci+I  - -  (I  --PC') C5+1--.DcC~ (8) 

A mutation operator  arbitrarily alters one or 

m o r e  c o m p o n e n t s  o f  a selected s l r u c t u r e  so  as  to  

increase explorat ion of  other areas in the design 

search space by the mutat ion probabili ty.  Here is 

used reciprocal n lu t . t i t i on  a s  n l u t a t i o n  operator.  
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Table  l Bounds of camera parameters 

Paramete r  I Limits (unit) 

/ 

Ho, Uo 

kl, lea 
a , ~ , r  
X . Y  

Z 

[6. 9] (ram) 
[220, 360] (pixel) 
[--0.001, 0.001 ] 

[--,,r/4, a'/4] (radian! 
[900. 500] (ram) 

[ 2000, --I000] (ram) 

Table  2 Parameters o f  genetic algorithm 

GA parameter Value 

Population size N = 100 

Probability of crossover p~=0.8 
Probability of Mutation p,,, =0.1 

Elitist method Yes 
Coding method Real coding 

lOG 

~501 

300, 
i i 

35O 
i 

4001 

I +  a~dat~ ] i O- ~ • • • I @ O Cor,e~e4dalaj 

Q- O • @ • @ • @ • 0 • 1 

C) • Q • • • • • • • 0 - 

0 ~ @ O tD 0 0 0 0 0 0 ] 

0 6' • • ® I • • • • 0 ] 

o • • • • • • • • o ! 

o- • • • • • • e e • o I 

oi- o • • • • • • o o -o i 

0 100 200 300 400 500 600 
Lt 

gig.  2 Calibration result 

40 . . . . . . . . . .  ~ ..... 

! 

a)i 
i 

2s i 

~2o[ 
151 

E 
lo I 

5~ 

0 L 
-I0 -5 0 = 

P~xel 

(a) Error ill X direction 

Fig. 3 

4 0 r  
! 

i 1 3.5; 

30 I 

25[ 

i 
lsl 

I 

i 
5 i. 

0 ! 
-5 0 5 

Pc<el 

(b) Error in Y direction 

Difference between the original and corrected 

points 

2.3 E x p e r i m e n t a l  r e s u l t s  

We appl ied G A  based method  to real images 

for camera  ca l ibra t ion .  Tab le  1 shows a reason-  

able lower and upper  b o u n d s  of  bo th  camera  

parameters  in experiments .  G A  parameters  for 

exper iments  are shown in Tab le  2. 

Figure 2 shows the c o m p a r i s o n  between real 

dot  points  ( + )  and corrected points  (o) ,  where 

the corrected data  is generated using d i s to r t ion  

coefficients kl and & of  ca l ib ra t ion  restilts. We 

can notice the severe d is tor t ion  toward  the ends  

of  the raw image. The  effects of  d is tor t ion  are seen 

as bowing  of  what  to be s t ra ight  lines and  the raw 

image is corrected by camera  ca l ib ra t ion .  The  

correc t ion  of  lens d is tor t ion  makes  paral lel  lines 

o f  dots in test image. Figure  3 shows differences 

between the or ig ina l  and corrected points  in hor-  

izontal  and  vertical direct ions.  We can observe 

that  the m a x i m u m  difference is more than  5 pixels 

at the corners  of  images while  there is no dis- 

tor t ion  in the center  of  images. 

3. Multi-Range Approach for Stereo 
Matching 

3.1 A r e a  o f  i n t e r e s t  

We define area o f  interest (AOI)  in bo th  ima- 

ges since we care abou t  u n k n o w n  obstacles  on 

g round  plane of  co r r idor  or hal lway,  it is reason- 

able to l imit the process ing region because the 

upper  and bo t tom areas are too far or close to 

recognize and ;ire less i m p o r t a n t  than those in the 

area o f  interest. The purpose  for def in i t ion  of  

area o f in te#es t  is to reduce processing t ime and to 

concent ra te  on the region of  co r r idor  and  un- 

k n o w n  objects  into corr idor .  

3.2 M u l t i - r a n g e  a p p r o a c h  for  e s t i m a t i o n  o f  

d i s p a r i t y  

Our  idea beh ind  the m u h i - r a n g e  app roach  was 

inspired by the multi  resolu t ion  me thod  with a 

un i fo rm search model  or" Luca Locchi  (1998).  

However,  our  app roach  separates  regions with 

different range a based on the measurement s  of  

dispari t ies .  We plot ted the range or depth  as a 

funct ion  of  d ispar i ty  for our  camera  by k n o w n  

stereo geometry,  as s h o ~ n  in Fig. 4. The  mini-  
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mum range in this plot is 500 mm with disparity 

of  48 pixels, whereas the maximum range is about  

15 meters. However  most of  the meaningful  range 

in disparity occurs at 5 meters approximately.  If 

we set the a l lowable  limits of  range resolution 

100 ram. We can trust large disparity data because 

the resolution at closer ranges is much better than 

at further ranges. However  with large search re- 

gion of  disparities, it takes longer to detect close 

objects with reliable resolution. 

Therefore,  we decomposed the range into three 

regions according to the rneasured disparity va- 

lues in each Range defined, as shown in Fig. 4. 

For  each range, we have three pairs of  images 

with different horizontal  resolution as follows. 

• Range I : Low resolution image lbr detection 

of  close object (d~ln<dL<d~aX). In this range, 

large disparity has high confidence because close 

objects are needed in large search block. Small dis- 

parity can mismatch or cause errors. 

• Range I1: Medium resolution image ( d ~ n <  

dM < d~W) 

• Range I I I :  High resolution image for detec- 

tion of  objects (d~=n<dn<d~a×l further away. 

Contrary to Range I, small disparity has higher 

confidence than large disparity because of  small 

search size and high resolution. 

The advantage of  mul t i - image  scheme is that 

we can find more reliable disparity in each region 

because disparities from high resolution images 

are used for objects further away, while dispari- 

ties from low resolution images are used for close 

objects. Another  advantage is that the range for 

close objects can be obtained without increasing 

computa t ional  time by horizontal  search size of  

disparity. The same stereo algori thm is applied 
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Fig. 5 Proposed stereo matching method 

independently to irnages at different resolutions, 

and then combines the disparities by applying 

the rejection procedure for remove incorrect dis- 

parity. Figure 5 shows proposed multi range ste- 

reo matching approach. 

3.3 Area correlation matching 
Area corre la t ion-rnatching has been investi- 

gated extensively lbr many applicat ions (Heikki la  

et al., 1997 : Faugeras et al., 1993). Our work is 

based on block matching algori thm proposed by 

Andrea Fusiello (2000). As the matching mea- 

sures, Normal ized sum-of - squared  differences 

ISSD) lot grayscale images is defined as 

SSD!x.  v. d:, 

:,+j:,]-' 
t= - u , j =  - zg' (9) 
tg' tz' 

~, 2 Y. : y+ji"- ~:~,.j=~. I R I x - i + d .  )~j)~" 

where IL(u, V) and In(u, v) denote left image 

and right image respectively and d is disparity 

for search (rain d<_d<_max d). Area correlat ion 

compares small patches, window size ( W ×  W) 

among images using correlat ion.  The measure of  

correlat ion is applied to all rows of  interest area 

in left image. The disparity es | imat ion for pixel is 

the one that minimize the SSD error. 

d(x,  y ) = a r g  rain S S D ( x .  y, d) (10) 
d 

3.4 Combination of multi-disparity map 
The stereo matching data usually contain errors 

due to noise and un-textured area. To reduce 

these errors, median filter is applied before com- 

bining of  the disparity results. Post-processing is 

used to reject incorrect disparity information from 

each disparity map before the maps are combined.  

Reliable disparity could be obtained through 

three steps following, 

S tep  1. Find the disparity range in the defined 

Range ( k ) ( k = l ,  2, 3) in the mul t i - resolut ion  

irnages. If dh is a disparity set of  Range k. con- 

fident disparity is recomposed as tbllows : 

dk ',x, y) 
Ill) ={ d l d ~ l x ,  vl ~ [Range(k)-, Range(k)+1} 

where Range(k)-  and Range(k) + means the up- 

per and lower bounds of  each range, respectively, 

that are determined from the relat ionship between 

disparity and range. 

Step 2. Build the same horizontal  size through 

up-sampl ing  procedure because low and medium 

image are srnaller than the original  image. 

S tep  3. Combine  the confident  disparity d,~ of  

each range. This combina t ion  means that incor- 

rect disparity is rejected or replaced with reliable 

data obtained from Step 1. 

dc, x, y)=d~(x,  y ) G & ( x ,  y ) ~ & ( x ,  y) (12) 

where @ means union of  sets dl, d2 and d3. 

3.5 Rejection of disparity 
Estimated disparity data usually contain poor 

quality data such as wrong matching or ghost 

points from uniform areas such as ground plane. 

Therelore,  to suppress uncertain range data of  

ground plane with no texture in the image, these 

statistical variations of  uniform ground plane can 

be modeled as Gaussian distr ibution with small 

standard deviation of" gray patches in ground 

plane. In typical static image, we have measured 

rneans /lPatcF, and standard deviat ion O'patch in the 

gray image with ground areas. 

0 if (/4oatca, (Tpatch)<--T(13) 
d(x ,  y ) =  (t(x, y) otherwise 

where T i s  experimental  threshold value fbr sup- 

pression of  ground plane area. 

The geometry of  the stereo setting computes  the 

3D coordinates  of  feature points matched in the 
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images by fol lowing expression. 

z=b ' /  
d (14) 

X= (x,.Z)// (t s) 

Y =  (y~-Z) / f  (16) 

where f is a local length and b is a base line 

distance between two cameras. 

vision systems. A stereo vision head with two 

C C D  cameras provides a resolution of  320× 

240 pixels. The robot  is also equipped with two 

RF  communica t ion  modules that al low wireless 

i 

4. Experiments 

The visual mapping system described in this 

paper has been implemented on a mobi le  robot  

that we developed as shown in Fig. 6. It has 

RC caterpil lar  with two D C - m o t o r s  driven by a 

PWM and a control ler  based on a mic ro -con-  

troller 80C196K. The total system is composed 

of  a mobile  robot, stereo cameras and PC based Fig. 6 Configuration of systenl hardware 

(a) Left image (b) Right image 

(c) Combination of disparity map (d) Dense map after ground suppression 

Fig. 7 Disparity map 
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communica t ion  to a host computer  with ffarne 

grabber to send image data and receive con- 

trol data. 

Figure 7 shows test scene with three objects 

located in corridor.  Fig. 7(c) and (d) show dis- 

parity results by proposed method and dense map 

after ground suppression. Figure 8(a) shows the 

details of  mul t i - resolut ion  image and the results 

of  disparity map after implementat ion of  the re- 

jection procedure of  dense disparity data of  a low 

resolution image (Range l). The stereo results 

can be interpreted directly as range information.  

The top view of  the dep th -by -co lumn  projection 

of  the modified disparity in Range I is shown in 

Fig. 8(b) .  We note that an unknown object that 

is the closest exists in the confident  region o f  

range 1 ( 5 0 0 m m ~  1000 mm),  and depth resolu- 

tion is more robust than other  Range areas. 

Figures 9 and 10 show modil ied disparity maps 

and tile top view of depth alter the implementa-  

tion of  the rejection procedure in medium and 

high resolution (Range I1 and i1[), respectively. 

The range results are very sensitive to disparity 

value. The sparse outl ine errors of  second and 

third objects are due to mismatching data in the 

uniform area. However.  depth error can be de- 

creased or improved by forward movement  of  a 

robot. F rom the experimental  results, we found 

that the robot could distinguish between the 

ground plane and objects at a distance of  up to 

about 4 m at the same time. The range accuracy 

of  objects is sensitive to errors in camera cali- 

brations like lens distort ion and camera rectifi- 

cation. 

5.2 Experiments for grid mapping of corri- 
dor profile 

We have investigated the possibili ty of  stereo 

(a) Results o f  disparity map 

Fig. 8 Disparity map o f  Range I 

(b) Top view of depth 

(a) Results of disparity map 

Fig. 9 

0 ~  

, , i  

(b) Top view of depth 

Disparity map of Range II 
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rnatching method tbr the visual mapping through 

various experiments. Occupancy map generat ion 

was tested at the corr idor  of  our  office bui lding 

where there is no obstacle. The office building is 

mainly composed of  straight lines and corners. 

The objective of  these experiments was to see 

how well our vision system could represent the 

profile of  the corridor,  a type of  uncertain envir- 

onment. Cameras  were cal ibrated and rectified to 

achieve successful stereo matching. Uti l iz ing the 

stereo dense disparity, the robot built a map of  

the indoor  environment  as shown in Fig. II.  

The corr idor  model of  a 1 2 m × 6 m  region was 

internally represented as grid map ['or navigation.  

The proposed stereo algori thm and ground sup- 

pression were applied in corr idor  images obtained 

fol lowing the robot  path. The profiles of  corr idor  

were generated using three images in the scenes : 

front image, left and right images. 

The front image includes only the information 

of  obstacles in front o f  a mobi le  robot. The mat- 

th ing  results give very narrow areas according to 

search disparity. For  more wide view of field, 

both side view in direction of  45 ° are used to 

generate the map of  a corridor.  Figures 12 and 13 

show the generation of  distance map from both 

(a) Results of disparity map 

Fig. 10 

• ,1..,l~l v 

(bl Top view of depth 

Disparity map of Range Ill 

Fig. 11 Test corridor for stereo vision mapping 
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(al LeR wall image and disparit,, ,bl  Full dispari ty 

• 0 

~c/ Texlure rejeclion (d) Distance map 

Fig. 12 Test corrid~r ror sterco vision mapping  (Left side v ewl 

la'. Left wall image and disparity (b) Full disparity 

'c) Texture rejection id', Distztnce map 

Fig. 13 Tcsl corr idor  lot stereo ,.ision mapping  {Right sidc vicv~i 



Multi-Range Approach of Stereo Vision for Mobile Robot Navigation in Uncertain Environments 1421 

r 
t 
i 
i 

i' 
I 
I 

I 
I 
i 

• i 
i 

E 

i 
l 
I 

r5 
!,'h i 

Fig. 14 

--- Mobile Robot Palh 

- Profite of Conidor 

,:1 ' ,  .I, i i  =a'l 

Map generation using stereo-vision 

on measurement of disparities. Stereo matching 

algorithm is applied and reliable disparity map 

is combined through post-processing for rejec- 

ting incorrect disparity information from each 

disparity map. The real distance from a disparity 

image is converted into an occupancy grid repre- 

sentation for vision-based navigation of a mo- 

bile robot. We have investigated the possibility 

of muhi-range method for the visual mapping 

through experiments• Experiments show robust 

matching results between views, and results the 

present also show that the map built by combina- 

tion of muhi-disparity for occupancy is a possible 

solution for the mapping problem for a mobile 

robot• 

side images, respectively. Figure 14 demonstrates 

the generated reliable results during a naviga- 

tion experiment in corridor of office building. 

The occupied areas are indicated by dark gray 

dots and sold lines show' top view of a ,eal cor- 

ridor. Some hallway areas have a slight bending 

effect of profile in straight hallway, which results 

from cumulative drift in the angle data of stereo 

head used to cornpute the robot's pose. Howerer, 

we notice that the profile of a halhvay is clearly 

resoh'ed in these maps. The sparse errors from 

ground of hallway can be observed from the map 

results. These errors are due to nlismatching data 

that happen to over-illuminated ground plane or 

l]uctuation of light source. 

5. Conclusions 

The detection of free spaces between obstacles 

in a scene is a prerequisite for navigation of a 

mobile robot and the problenl of correspondence 

across t~vo images is well known to be of crucial 

importance for vision based mapping. This paper 

describes muhi range approach for area based 

stereo matching and grid mapping tor a mobile 

robot in an uncertain environment. Camera cali- 

bration parameters are optimized by evolutionary 

algorithm for successful stereo matching. To ob- 

tain reliable disparity information l'rom both ima- 

ges, stereo images are to be decomposed into three 

pairs of images with different resolution based 
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